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Abstract 
 

Today, vision recognition with Convolutional 

Neural Network (CNN) shows performance good 

enough to be employed in safety-critical autonomous 

driving. However, CNN models are vulnerable to 

adversarial attacks. To overcome this vulnerability, 

many methods have been studied. Pruning is 

regarded as one of the effective methods to make the 

network more robust against adversarial attacks. In 

this paper, we introduce a new vulnerability loss to 

suppress the vulnerability better when the pruning is 

used to counter adversarial attacks. With this 

vulnerability suppression, we achieve up to 1.12% 

better accuracy against the adversarial examples 

compared to a previous study called ANP-VS. 
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1. Introduction 
 

The advent of Convolutional Neural Network 

(CNN) has led to significant success in various 

vision tasks such as image classification [1], image 

detection [2], and semantic segmentation [3]. 

However, CNN is vulnerable to the adversarial 

attack that injects some noise into the input image 

with a malicious intention to cause a malfunction of 

neural networks. 

To counter the adversarial attack, several 

adversarial training methods have been proposed 

[4,5]. Pruning is regarded as an effective way to 

make a neural network more robust to adversarial 

attacks. Madaan et al. [6] introduced a method called 

Adversarial Neural Pruning with Vulnerability 

Suppression (ANP-VS) where a weight pruning 

method was used to suppress the vulnerability of a 

neural network by constructing a pruning mask. 

While finetuning the pruned network, the latent 

vulnerability is suppressed with the vulnerability 

suppression loss that they introduced. 

Ilyas et al. [7] analyzed the adversarial attack 

from the image’s perspective. They defined robust 

and non-robust features. The robust features are 

useful for classifying both clean images and 

adversarial examples. However, the non-robust 

features are useful only for classifying clean images 

while they are harmful to classifying the adversarial 

examples.  

In this paper, we introduce a new type of 

vulnerability. To take this vulnerability into account, 

we propose a new vulnerability suppression loss 

function. By training with this modified loss, both 

the clean accuracy and the adversarial accuracy are 

enhanced compared with existing works. 

 

2. Background 
 

2.1 Adversarial Attack 
 

It is well-known that even a simple adversarial 

attack can cause a neural network to misclassify an 

image. Commonly, an adversarial example is 

generated using the following equation: 

 

                     max
𝛿∈𝒮

ℒ(𝜃, 𝑥 +  𝛿, 𝑦)                 (1) 

 

where 𝜃 is a model parameter and 𝛿 is the noise that 

turns an image into an adversarial example. 

The Projected Gradient Descent (PGD) attack [5] 

is known to be one of the most powerful adversarial 

attacks. Based on Fast Gradient Sign Method (FGSM) 

[4], PGD repeatedly conducts the following 

perturbation to generate a more powerful adversarial 

example.  

 

 �̃�𝑡+1 = ∏ (�̃�𝑡 + 𝛼 ∙ 𝑠𝑔𝑛(∇𝑥ℒ(𝜃, 𝑥, 𝑦))

ℬ(𝑥,ℰ)

 

   (2) 

2.2 Adversarial Neural Pruning 
 

As mentioned above, ANP-VS was introduced as 

a pruning method to mitigate the vulnerability to 

adversarial attacks. ANP-VS learns pruning masks 

for the features in a Bayesian framework [8] to 

minimize the following adversarial loss: 

 

min
𝑀

𝔼(𝑥,𝑦)~𝒟{ max
𝛿∈ℬ(𝑥,𝜀)

ℒ(𝜃⨀𝑀, �̃�, 𝑦) }  (3) 



where 𝑀 is a pruning mask that minimizes the loss 

for adversarial example �̃� that maximizes the loss of 

a neural network. 

 

2.3 Robust and Non-Robust Features 

 
The adversarial attack used to be regarded as a 

linearity problem of a neural network [4], which 

means the linearity of a neural network is exploited 

to malfunction even with the adversarial examples 

that are slightly over the decision boundary. 

However, Ilyas et al. [7] defined the robust and non-

robust features of an image in terms of usefulness. 

They scored a feature as ρ-useful  and 

γ-robustly useful . They defined a feature as a 

function mapping from the input space 𝒳 to a real 

number so that the set of all features can be denoted 

as ℱ = {𝑓 ∶  𝒳 → ℛ}. For simplicity, they assumed 

that the features in ℱ  will be manipulated to be 

mean-zero and unit-variance. 

For a given distribution 𝒟, if a certain feature f is 

correlated with the true label, the value of f, ρ will be 

bigger than zero. Then, we call feature f ρ-useful. 
Further, if a ρ-useful  feature, under adversarial 

perturbation, remains γ-useful, the feature is referred 

to as γ-robustly useful. In other word, the value of 

feature f can be bigger than zero in both clean and 

adversarial situations. 

Based on these usefulness definitions, features are 

classified as robust or non-robust. If a feature is 

ρ-useful and γ-robustly useful, it is a robust feature 

meaning that the feature is useful for both clean 

image and adversarial examples. In contrast, if a 

feature is only ρ-useful , it is a non-robust feature 

because it is not useful for adversarial examples.  

Based on this feature classification, Ilyas et al. 

constructed a robust dataset that is a set of images 

whose non-robust features have been removed. With 

this robust dataset, they demonstrated the neural 

network should be more robust against the 

adversarial attack. 

 

3. Proposed Method 
 

The authors of [6] defined the vulnerability of the 

kth latent feature for the lth layer as the Manhattan 

distance between the feature value for a clean 

example 𝓏𝑙𝑘 and an adversarial example �̃�𝑙𝑘  as 

follows: 

 

𝑣(𝓏𝑙𝑘 , �̃�𝑙𝑘)  =  𝔼(𝑥,𝑦)~𝒟||𝓏𝑙𝑘 − �̃�𝑙𝑘||        (4) 

 

They expanded the definition to a layer and the 

whole network as follows: 

 

�̅�𝑙 =
1

𝑁𝑙

∑ 𝑣(𝓏𝑙𝑘 , �̃�𝑙𝑘)

𝑘=𝑁𝑙

𝑘=1

, 

(5) 

𝑉(𝑓𝜃(𝑋), 𝑓𝜃(�̃�)) =
1

𝐿 − 2
∑ �̅�𝑙

𝑙=𝐿−2

𝑙=1

 

 

where �̅�𝑙  is the vulnerability of the lth layer and 

𝑉(𝑓𝜃(𝑋), 𝑓𝜃(�̃�))  is the vulnerability of a neural 

network that is the average of the vulnerability of all 

layers except for the last fully-connected layer. 

Now that the non-robust features are not useful 

for classifying the adversarial examples, we 

introduce a modified definition of vulnerability of a 

neural network. We specify the vulnerability of a 

latent-feature as follows: 

 

𝑣(𝓏𝑙𝑘 , �̃�𝑙𝑘) =  𝔼(𝑥,𝑦)~𝒟𝑉𝑢𝑙(𝓏) 

 

𝑉𝑢𝑙(𝓏) =  {
||𝓏𝑙𝑘  −  �̃�𝑙𝑘||      𝑖𝑓 𝓏𝑙𝑘 ≥ 0 𝑎𝑛𝑑 �̃�𝑙𝑘 ≤ 0
𝜆||𝓏𝑙𝑘  −  �̃�𝑙𝑘||    𝑒𝑙𝑠𝑒                                   

 

(6) 

where 𝜆 is a hyperparameter that decides how much 

the else case comes into loss. Without normalizing 

the features, we set a hyperparameter 𝜆 to include the 

misguided feature. 

As in [6], we prune a neural network with a 

Bayesian pruning framework that finds the pruning 

mask that minimizes the loss with adversarial 

examples. After pruning, we train the network with 

the vulnerability suppression loss as in [6]. The 

vulnerability suppression loss is computed as follows: 

 

min
𝜃

𝔼(𝑥,𝑦)~𝒟{ℒ(𝜃⨀𝑀, 𝑥, 𝑦) + 𝛼 ∙ 𝑉(𝑓𝜃(𝑥), 𝑓𝜃(�̃�))} 

(7) 

where ℒ(𝜃⨀𝑀, 𝑥, 𝑦) is a classification loss and 𝛼 is 

a hyperparameter determining the strength of the 

vulnerability loss. 

 

4. Experiments 
 

For experiments, we used the Pytorch framework 

on a TITAN RTX GPU. We conducted a similar set 

of experiments to that in [6]. For the MNIST dataset 

[9], we conducted evaluation with the Lenet-5 model 

[10]. For CIFAR-10 and CIFAR-100 [11], we used 

the VGG-16 model [12]. The proposed method was 

evaluated with an adversarial accuracy under ℓ∞ −
𝑃𝐺𝐷  attack,  𝜀 = 0.3  for MNIST, 𝜀 = 0.03  for 

CIFAR-10 and CIFAR-100. The other details 

followed [6]. The results of ANP-VS were 

reproduced for fair comparison.  



Table 1 summaries the comparison results. We 

compared our method with a standard training and 

ANP-VS [6]. With Lenet-5 on the MNIST dataset, 

we achieved 0.27% and 1.12% enhanced clean 

accuracy and adversarial accuracy with λ=0.5, 

respectively. Moreover, not only the performance is 

improved but also the sparsity is lower. For the 

CIFAR-10 dataset, the results of our method 

demonstrate 0.84% and 1% improved clean accuracy 

and adversarial accuracy with λ=0.3, respectively. 

On CIFAR-100, the clean accuracy is enhanced by 

2.92% and the adversarial accuracy with λ=0.3 is 

enhanced by 1.06%. 

When λ=0, the adversarial accuracy of the 

proposed method is slightly lower than that of ANP-

VS. This means considering the else case of the 

modified vulnerability is reasonable when the feature 

normalizing is omitted. 

 

5 Conclusion 
 

In this paper, we introduced a modified definition 

of the vulnerability loss of features based on the 

robustness and the non-robustness of features. With 

the modified definition of the vulnerability, we 

achieved up to 1.12% enhanced accuracy on 

adversarial examples and 2.92% enhanced clean 

accuracy compared to a study called ANP-VS.  
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