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Table 1: Zero-shot performance comparison on LLaMA-2-7B

Configuration | Method ARC-C ARC-E HellaS. LAMB. PIQA WinoG. Avg.
(W-A-KV) @] ) Q) (0] ) (@) @]
4-4-4 SpinQuant 0.3959 0.6679 0.7030 0.6652  0.7437  0.6314  0.6345
FLRot (Ours) | 0.4241 0.7109 0.7287 0.7075 0.7666 0.6646 0.6671
4-4-16 SpinQuant 0.3908 0.6263 0.7036 0.6652 0.7503 0.6101 0.6244
FLRot (Ours) | 0.4206  0.6953  0.7311 0.7171 0.7671 0.6732 0.6674
4-16-16 SpinQuant 0.4360 0.7243 0.7494 0.7355  0.7840 0.6701 0.6832
FLRot (Ours) | 0.4420  0.7479  0.7511 0.7273 0.7840 0.6946  0.6912
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